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Abstract detector designs have attempted to incorporate methods
measuring DOI [3-9]. With accurate measurement of DOI,
radial elongation ceases to be a problem and the useful FOV
encompasses the entire region bounded by the detector
modules. However, little work has been done on how to best
incorporate the DOI information into the reconstruction
algorithm.

We present 2D reconstruction algorithms for a rectangular
PET camera capable of measuring depth of interaction (DOI).
The camera geometry leads to irregular radial and angular
sampling of the tomographic data. DOI information increases
sampling density, allowing the use of evenly spaced quarter-
crystal width radial bins with minimal interpolation of
irregularly spaced data. In the regions where DOI does not
increase sampling density (chords normal to crystal faces), fine
radial sinogram binning leads to zero efficiency bins if uniform
angular binning is used. These zero efficiency sinogram bins
lead to streak artifacts if not corrected. To minimize these
unnormalizable sinogram bins we use two angular binning
schemes: Fixed Width and Natural Width. Fixed Width uses a
fixed angular width except in the problem regions where
appropriately chosen widths are applied. Natural Width uses
angle widths which are derived from intrinsic detector
sampling. Using a modified filtered-backprojection algorithm
to accommodate these angular binning schemes, we reconstruct
artifact free images with nearly isotropic and position
independent spatial resolution. Results from Monte Carlo data
indicate that we have nearly eliminated image degradation due
to crystal penetration.

The extension of the FOV to include the entire region of
the camera accentuates of the problem of reconstructing images
from irregularly sampled sinograms. Filtered-Backprojection
(FBP), a common reconstruction algorithm for PET because of
its speed and simplicity, assumes that sinogram data are
sampled regularly in the radial direction and at uniform angular
increments. Sinograms from circular-PET cameras are in good
agreement with these assumptions provided that the FOV from
which sinogram data are taken is limited to the central region
of the cameras. Our proposed detector geometry violates both
these assumptions. Radial sampling is only approximately
regular when chords are defined between opposite sides (banks)
of the camera. In addition, angular sampling is not regular.

Previous works have addressed the issue of irregular
sampling in PET cameras. Camera motion which is employed
to increase the sampling density [10,11] and non-circular
camera geometries [12] result in irregular sampling of the
sinogram. The sampling issue is often addressed by rebinning
the acquired data into regularly sampled sinogram bins and
interpolation is often required to achieve evenly spaced
sampling. This, however, effectively increases the radial bin
width of the sinogram, often degrading spatial resolution. The
DOI information of our proposed camera increases the
sampling density without camera motion allowing us to rebin
our data with minimal interpolation. However, as we shall
show, while data in our camera can be binned in regular radial
bins, we cannot bin them in completely regular angular bins.

I. INTRODUCTION

We are developing high resolution PET cameras optimized
for breast and axillary node imaging [1]. The proposed camera
is rectangular in shape and the imaging field extends to the
front faces of the detectors. It is designed to operate without
septa. The geometry of the camera exacerbates two problems in
PET: radial elongation due to crystal penetration and image
reconstruction from irregularly sampled sinograms.

Radial elongation, the degradation of image resolution
caused by the penetration of the 511 keV photons into detector
crystals, has limited the useful field of view (FOV) of PET
cameras to regions close to its center. The effect of crystal
penetration is small in these regions since the photons enter
the crystals at angles close to normal. Point source resolution
is degraded by up to a factor of three at distances of half the
radius of circular tomographs (where an incident 511 keV
photon can penetrate the crystals at 30°) [2]. Measurement of
the depth of interaction of the 511  photons within the crystal
has long been known to be a solution to this problem. Several

In this paper, we explore FBP-based reconstruction
algorithms for this detector geometry. We limit our discussion
to 2D schemes with the intention of extending successful
methods to 3D. In particular, we investigate two schemes: one
whose angular sampling is based on the grossly nonuniform
pattern obtained from a rectangular camera with discrete
detectors and one that is as close to uniform sampling as
possible. DOI information is essential to these schemes as the
challenge is to exploit it where it increases sampling density
while appropriately treating the sinogram regions where it does
not. We shall show that measurement of the DOI allows
stationary tomographs with discrete crystals to obtain high
resolution imaging within a FOV that encompasses the entire
region enclosed by the detectors.
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Figure 1. Simplified geometry showing modules. Each module
consists of an (8x8) array of (3x3x30) mm3 crystals.

Figure 3. (A) Sampling of the simplified camera from chords
formed by connecting front faces of crystals. (B) Scatter plot of
200K coincidences detected by the simplified camera from a flood
source. The true DOI is used to calculate the chord parameters.

II. SIMPLIFIED CAMERA

A. DETECTOR CONFIGURATION AND S IMULATION

In order to understand the sampling of our proposed camera
geometry, we first simulate a simplified camera composed of
detector elements with 1.2 cm attenuation length and 100%
photoelectric interaction cross-section. The geometry of the
simplified camera is shown in figure 1. It is composed of 14
modules, each an (8x8) array of (3x3x30) mm3 crystals, a
common photomultiplier tube (PMT) for timing and energy
discrimination and a photodiode array (PD) for crystal of
interaction identification. Only the 8x8 crystal blocks are
shown in figure 1. We assume that light-sharing between the
two photodetectors allows us to measure DOI [5]. The patient
port is 9.6 cm by 6.0 cm. In the corners, there is 0.6 cm
overlap between detector banks to avoid gaps between detector
modules. The camera is designed to allow the long banks to
move in order to accommodate subjects of varying breast sizes
but we shall present work only for the dimensions above. The
simulation assumes collinear photons and no positron range.
Scatter in the object in the FOV is not included. The
simulation is fully 3-dimensional but the reconstructions
discussed in this paper are limited to 2D and thus cross plane
events are not considered. For these simulations, the measured
interaction depth is assumed to be the true DOI, smeared by a
Gaussian distribution of fixed width of 0.0 mm, 5.0 mm or
10.0 mm FWHM.

coordinate, s, and the angular sinogram coordinate, . The field
of view fills a region of sinogram space that resembles an
hourglass. The irregularity of the sampling is readily apparent,
even at the s = 0 line where the sampling would be regular if
the camera were circular.

In contrast,  chords with DOI are defined as connecting the
photon interaction points perpendicularly projected onto the
long axis of the crystals. This is also shown in figure 2.
Figure 3(B) shows the sampling of the simplified detector if
the true DOI is measured (0 mm FWHM). This scatter plot is
produced by the Radon coordinates of events from a simulated
flood source. There are several distinct regions in the sinogram.
Regions (A) and (B), near = 0 and = π/2  respectively,
represent chords formed by photons normally incident on the
crystal faces. The DOI provides no new information because
interactions that occur in the same pair of crystals but at
different depths are mapped to the same chord and thus are
degenerate. Sampling in these regions is almost identical to
figure 3(A). Note that DOI improves the sampling
significantly even at small angles from 0 and π/2.
Regions (C), the slightly less dense areas that cross the
hourglass, represent chords formed by crystals from corners of
the rectangle where there is less detection material. This
efficiency loss can be corrected by normalization. The rest of
the sinogram exhibits high sampling density.

B. SAMPLING DENSITY

Chords without DOI are defined by connecting the front
faces of crystals (figure 2). The intrinsic sampling density in
sinogram space of the simplified camera without DOI is shown
in figure 3(A). The geometry intrinsically leads to irregular
sampling of the tomographic data, both in the radial sinogram
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Figure 2. Definition of Lines of Response (LOR) for events with
and without DOI information.
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Figure 4. Sinogram binning in Region (B), 2.
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Figure  5. NW and FW bin widths as a function of sampling angle.

C. SINOGRAM PARAMETERS widths are slightly modified. Figure 4 is an expansion of
region (B) in figure 3(B) with s∈[-1.0,1.0]. The boundaries are
chosen to bisect the clusters of points, yielding  = 0.050.
A similar procedure used around  = 0 requires that   =
0.075. These values are rounded to the nearest thousandth for
simplicity. Figure 4 also shows the quarter-crystal width radial
binning and the chosen angular binning in region (B) near s =
0 and π/2. All of the sinogram bins are populated with the
exception of the degenerate chords which lie on bin boundaries.
A similar pattern (but with different spacing) occurs at 0.
Half of the events from these chords are assigned to each of the
bins upon whose boundaries they lie. This simple procedure of
minimal interpolation leaves no unpopulated sinogram bins.

The speed and simplicity of FBP make it a convenient
choice as a reconstruction algorithm for our proposed camera.
In order to reconstruct our sinograms using FBP, we need to
address the camera’s irregular sampling. As shown in figure
3(B), continuous DOI all but removes the concern about
irregular sampling. Discrete sampling only occurs in regions
(A) and (B), which from hereafter we will call “the problem
regions”. The high sampling density of the simplified camera
allows the use of quarter-crystal width (0.75 mm) radial bins
throughout most of the sinogram. The choice of small bins
allows us to maximally use the DOI information while the
choice of regular sampling in the radial variable, s, allows us
to use the Fast-Fourier Transform (FFT) in filtering the
sinograms. This choice of sinogram bin size leads to empty
(zero efficiency) sinogram bins only near the problem regions
and only when we sample at regular angular increments.

We construct two angular schemes to bin the events in the
regions of dense sampling. The Natural Width scheme (NW)
uses half the widths of the intrinsic sampling angles of the
camera at s = 0 (figure 3(A)). The widths are then smoothed
(except at 0 and π/2).  The Fixed Width scheme (FW) uses a
fixed angular width in the densely sampled regions. At the
problem regions, we use three angle bins with the
predetermined widths. This gives us a total of 120 angular bins
for both binning schemes. Figure 5 shows the angle bin
widths as a function of sampling angle for both NW and FW
binning schemes.

For the same reason that we use small radial bins, namely
to take full advantage of the DOI information, we would like
to use small angular bins to sample the variable . However
we need to use carefully selected angular widths around the
problem regions in order to avoid zero efficiency sinogram bins
which lead to severe streak artifacts. We choose small angular
bin widths in all the regions of the sinogram except around the
problem regions where we use the angular widths dictated by
the geometry. We have modified the FBP algorithm to
accommodate this choice of variable angular bin widths by
multiplying each projection by a factor that is proportional to
the angular width . Equation (1) describes this procedure
where ƒ is the approximated image intensity at the current
pixel (xi, yj), Fn the nth of N filtered projections, rij  the
distance from the center of the tomograph to the current pixel,
and n  the angular width of the nth projection. This factor is
ignored in current FBP reconstructions because it is a constant
when the projections are taken at equal angular intervals.

D. RECONSTRUCTED IMAGES AND RESULTS

Before reconstruction, the sinograms are normalized to
correct for sampling and geometric efficiency variation of the
camera. The normalization is calculated by comparing a flood
source sinogram with the Radon Transform of a box of the
appropriate dimensions. We use filtered backprojection with a
ramp filter for reconstruction. In the FW angular binning
scheme, the projection data with the wider widths at  = 0 are
backprojected three times with 1/3 of the value at -0.075/3, 0
and 0.075/3. The same is done for the other two wider width
projection data on either side of  = 0. Similarly, the
projection data with the wider widths at  = π/2 are
backprojected twice with 1/2 of the value at π/2-0.050/2 and
π/2+0.050/2. The same is done for the other two wider width
projections data on either side of  = π/2. The widths at  = 0
and  = π/2 are approximately thrice and twice the small fixed
width respectively.

˜ f (xi, y j ) = ˆ F n (rij cos n
N + rij sin n

N )  n
n=0

N −1

∑   (1)

Without penetration, the predefined angular bin widths in
the problem regions are defined by the crystal widths and
dimensions of the camera. With penetration and DOI, these
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Figure 6. PSF at various locations of the camera. The top right
quadrant is shown with the left bottom source at the center of the
FOV (0,0) .

PSF Resolution for Various DOI Resolution

Location 0 mm 5 mm 10 mm

(0.0, 0.0) 1.74(0.06) 1.90(0.05) 1.90(0.08)

(1.0, 0.0) 1.73(0.04) 2.15(0.13) 2.51(0.28)

(0.0, 1.0) 1.74(0.05) 2.17(0.04) 2.52(0.22)

(2.5, 1.5) 2.03(0.15) 2.35(0.06) 2.67(0.10)

(4.6, 0.0) 1.85(0.45) 2.81(0.12) 2.70(0.33)

(0.0, 2.8) 1.83(0.46) 2.70(0.08) 2.50(0.09)

(4.6, 2.8) 2.05(0.35) 2.51(0.14) 2.50(0.15)

Table 1. PSF Resolutions(mm) at various locations in the
simplified detector for various uncertainties of the DOI (FWHM).
The values in the parentheses are the variation in the value of the
FWHM around the PSF.
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Figure 7. Realistic Detector Geometry.

we have verified that indistinguishable results are obtained with
the NW binning scheme.

III. REALISTIC CAMERA

A. DETECTOR CONFIGURATION AND S IMULATION

Having developed a reconstruction algorithm for a
simplified detector, we now add real world effects into the
simulation. We include 0.5° FWHM Gaussian acollinearity
between the photons and model fully-3D Compton scattering
in the detector modules. We use the properties of LSO [13] to
model scattering and attenuation. When energy is deposited in
more than one crystal, as in the case when the 511 keV photon
Compton scatters outside of the initial crystal, the crystal with
the largest signal is chosen to be the crystal of interaction.
Patient scatter in the FOV and positron range are not
simulated. Reconstructions are limited to 2D so cross plane
events are not used. The overall energy resolution is 17%
FWHM at 511 keV.

Figure 6 shows a set of reconstructed images of point
sources of equal intensities in various positions in the FOV.
Perfect DOI resolution was assumed in the data and the FW
angular binning scheme was used during reconstruction.
Shown is the top right quadrant of the camera with the center
of the FOV at (0,0). Table 1 lists the resolutions of the PSF.
The variation in the number gives an indication of the
symmetry of the PSF, i.e. the smaller the variation, the more
circular the shape. The shapes of the PSF vary from circular at
the center of the FOV to elliptical at the corners and near the
edge. The PSF’s near the edge have FWHM dimensions of 2.5
mm along the long axis and as small as 1.0 mm along the
short axis. The long dimensions are consistent with a 3 mm
crystal width while the short dimensions are the result of the
DOI information. The apparent variation in the intensity of the
sources is consistent with the variation in their FWHM’s.
ROI’s drawn around each point source have equal activity.

We determine the DOI by measuring the light-sharing
between the PD and the PMT signals when a photon deposits
energy in a crystal [5]. The depth is determined by calculating a
depth estimator ,  defined as the ratio of the PD signal and the
sum of the PD and the PMT, which varies linearly with the
DOI.   is assumed to vary from 0.75 to 0.25 across the 3.0
cm crystal length. From , the depth is calculated and
discretized into one of eight DOI bins to model DOI
measurement resolution. Reference [14] reports on the
characterization of modules measuring DOI with this method.

In addition to the effects above, we also place one crystal
width gaps between our detector modules. We anticipate these
gaps in our proposed camera due to packaging limitations. The
2D acceptance of the camera drops by 10% due to the gaps
between modules. Figure 7 shows the geometry of the realistic
camera.We have shown that non-uniform angular sampling can be

employed in a FBP-based reconstruction algorithm. We do not
observe significant differences between the images
reconstructed with the FW versus NW angular binning
schemes as long as sampling in the problem areas is done
using the predetermined widths. Hereafter we will present
images reconstructed with the FW binning scheme, although

B. SAMPLING DENSITY

Figure 8 shows the sampling density of the realistic
detector. The discrete DOI bins lead to an increase in the
degeneracies in the sinogram (different chords that lie on the
same point in sinogram space). The 3 mm gaps between the
modules lead to unsampled x-shaped regions around = 0 and
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Figure 8. Sampling of the realistic camera. The sampling points
are calculated from chords formed by connecting each DOI bin in
each crystal with DOI bins from other crystals.

Figure 9. Reconstructed Point sources within the realistic camera.
Shown is the top right quadrant of the FOV.

Location PSF FWHM

(0.0, 0.0) 1.92(0.16) mm

(1.0, 0.0) 2.14(0.13) mm

(0.0, 1.0) 2.37(0.13) mm

(1.5, 2.5) 2.42(0.10) mm

(4.6, 0.0) 2.81(0.21) mm

(0.0, 2.8) 2.44(0.22) mm

(4.6, 2.8) 2.79(0.23) mm

Table 2. PSF Resolution (mm) at various locations in the realistic
camera. The values in the parentheses are variations of the FWHM.

π/2. The gaps in the corners result in unsampled regions
around the (C) region of figure 3(A). DOI information
minimizes the effect of the module gaps as the unsampled
regions would have covered more of the sinogram if DOI were
not measured.

C. SINOGRAM PARAMETERS

We wish to reconstruct using a method similar to that
developed for the simple detector in spite of fact that the real-
world effects exacerbate the sampling problems previously
observed. The distribution of unsampled regions in the
sinogram is such that there is not a set of angular bins (such as
the FW or the NW) that will easily eliminate zero efficiency
bins. In addition, the locations of the poorly sampled regions
depend on the distance between the opposing detector banks
which is adjusted for each patient. It would be desirable to use
an algorithm which is not sensitive to the changing camera
dimensions.

the addition of noise to the DOI. To remedy this situation, we
use the Iterative Reconstruction Reprojection (IRR) [15,16] to
estimate missing data. The IRR algorithm first reconstructs the
image from the incomplete sinogram and then, using a priori
information in the form of constraints, forward projects the
reconstructed image into the gaps to estimate the values of the
missing information. We use the positivity constraint (i.e.  set
all negative pixels to zero) in the intermediate images as our a
priori information. Iteration of this procedure gives the final
image.

Many of these problems are caused by DOI discretation. We
address this by adding noise to the calculated and discretized
DOI to make it continuous again. Since the interaction point
is assigned to the center of a DOI bin, we add a length to the
DOI drawn from the flat distribution [-1.875,+1.875] cm (30
cm/8 DOI bins). The DOI takes a continuous random value
within the boundary discretized DOI bins. The effect is to
smooth the sinogram: more where it needs it and less where it
does not. The procedure results in a sinogram with which we
can again use the same angular binning schemes that we
determined for the simplified camera. The dimensions of the
realistic camera are slightly larger than the ideal one but the
difference result in only a small change in the predetermined
angles and widths are these angles.

D. RECONSTRUCTED IMAGES AND RESULTS

Figure 9 shows the reconstructed image of point sources in
the same location as in the ideal camera, again reconstructed
using the FW angular binning scheme. We performed only one
iteration of the IRR algorithm since the image quality did not
change dramatically with subsequent iterations. Table 2 lists
the FWHM of the point sources at various location in the
FOV of the realistic camera. The apparent differences in
intensity of the point sources are due to the variation in the
sizes of the reconstructed PSF. The intensities are proportional
to the inverse of the square of their standard deviation. ROI’s
placed around these points yield identical activities.

The reconstruction of the sinogram of the realistic camera
is essentially the same as in the simplified camera except that
in the realistic camera, zero sinogram bins persist even after
the redistribution of sinogram data between radial bins that was
described in section II.D. These zero efficiency sinogram bins
are the result of gaps in the corners of the camera, between
adjacent detector banks. The zero sinogram bins resulting from
the gaps between modules of the same bank are eliminated by

Figure 10 shows a reconstruction of three extended sources
and a point source. The image represents the entire FOV of the
camera. We simulated a circle and two ellipses of various
activity at various locations in the FOV. The circle has a
radius of 0.50 cm while the semiminor and semimajor axes
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Figure 10. Reconstructed extended sources within the realistic
camera (a circle, two ellipses and a point source). Image represents
the entire FOV of the camera.
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